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Considerable data analyses use automated workflows to ingest data from public repositories, and rely on data
packages of high structural quality. The Long TermEcological Research (LTER) Network now screens all packages
entering its long-term archive to ensure completeness and quality, and to ascertain that metadata and data are
structurally congruent, i.e., that the data typing and formats expressed in metadata agree with that found in
data entities. The EML Congruence Checker (ECC) system is a component of the LTER Provenance Aware Synthe-
sis Tracking Architecture (PASTA), and operates on data tables in packages described with Ecological Metadata
Language using the EML Data Manager Library, written in Java. Checking is extensible for other data types and
customizable via a template. Reports are retained as part of the submitted data package, and summaries here re-
flect the general usability of LTER data for a variety of purposes. On average in 2015, site-contributed data in the
LTER catalog were 95% compliant (valid) with the current suite of checks.
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1. Introduction

Data sets are an important contribution from Long Term Ecological
Research (LTER) sites to the LTER Network Information System (NIS);
these are intended to be used in cross-site synthesis projects for dissem-
ination to federated catalogs and national repositories, and their long-
term nature makes them irreplaceable for tracking environmental
change (Gosz et al., 2010, Peters, 2010). In 2002, the LTER Network
adopted an XML specification for its data exchange, EcologicalMetadata
Language or EML (Fegraus et al., 2005), followed closely by narrative
guidelines for usage and recommendations for completeness (LTER,
2011). Bymid-decade all LTER siteswere contributingmetadata records
to a central catalog, and by 2009 were fully populating EML records
(Michener et al., 2011, Porter, 2010). As with many other format speci-
fications, an EML record supportsmachine reading and interpretation of
its associated data entities, and code generators have been developed
for ingestion of EML-described data entities into statistical, processing
and database environments (e.g., Lin et al., 2008, Porter et al., 2012).
The first-order quality standard for XML records is schema compliance,
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and for EML, additional parsing code checks that internal identifiers and
their references adhere to specific rules (EML Project, 2008). However,
experience with automated use of LTER data packages indicated that a
significant fraction did not have metadata and data of sufficient struc-
tural detail (Leinfelder et al., 2008, 2010). Clearly, any automated use re-
quired a higher level of metadata and data quality and congruence,
i.e., data typing and formats expressed in metadata must agree with
that found in data entities. To assist data contributors as they prepare
datasets, we developed a mechanism to provide feedback on congru-
ence and potential usability to data contributors.

The Internet plus foresighted policies have fostered an enormous
growth in the amount of scientific data available for download in all do-
mains (e.g., AAAS, 2011). Further, the adoption of common, well-
structured formats and metadata specifications allows for sophisticated
machine reading. Some communities have developed conventions for
specific data types or uses, usually as lists of defined fields with recom-
mendations for use (e.g., CF Conventions, Eaton et al., 2011). But in
many research domains, practices are still evolving for data's best han-
dling and delivery. As has been the experience of the LTER Network,
simple recommendations are inadequate, and a necessary continuation
of these efforts will be benchmarks and compliance metrics.

Generally, assessments have focused on metadata content. NOAA
(2014) has developed rubrics and metrics for metadata, which has
been extended with summaries for specific use cases, e.g., for spatial
data in GEOSS (Zabala et al., 2013). Habermann (2014) extends that ap-
proach further by evaluating XML metadata records using abstract
metadata concepts (mapped to individual metadata specifications)
against community-defined compliance levels and rubrics. The system
has been implemented for some types of FGCD and ISO-19139
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documents, with results aggregated into summaries for review. For
Linked Open Data (LOD) the “LOD Laundromat” (Beek et al., 2014) con-
verts idiosyncratic input to a “cleaned sibling” (their term), and so
removes the contributor from the cleansing process. The set of heuris-
tics applied is mainly syntactic, with semantic interpretation of content
to detect duplicate triples. Results can be aggregated into bulk reports
on input quality. LTER efforts presented here represent an intermediate
approach:we examinemetadata from one specification (EML), data en-
tities therein, plus their agreement (termed “congruence”). This strate-
gy means we can examine datasets more deeply than with the
Habermann approach, but we do not attempt to correct metadata (or
data) per the LOD Laundromat. The reasoning is two-fold: first, LTER
needed to assure more than just presence of metadata elements, it
was important to assure that data entities could be machine read, thus
the need to examine congruence. Secondly, most ecological data are
so complex that heuristics for their repair were simply beyond the
scope of this project. Hence, our system informs submitters of its find-
ings for their judgment and repair.

The LTER Network has developed the EML Congruence Checker
(ECC) to inform the dataset contributor about the structure of the data
package, and indicatewhether the assertedmetadata accurately defines
the data entity (table), i.e. to ensure “structural congruence”. There is
minimal semantic checking. The ECC was developed with considerable
community involvement, concomitant with the development of other
advanced software for the LTER NIS (Servilla et al., 2016). All code and
schemas are open source, and the system has been in production since
2013. Today, every incoming data package is subjected to up to 32 dis-
tinct checks, which encompass a variety of data and metadata features
ranging from simple confirmation that certain metadata XPaths are
present to assurance of congruence between metadata and data.

Approximately 60 checks are awaiting consideration, and imple-
mentation continues within othermanagement constraints. The system
has the potential to produce additional descriptive material for data
values themselves, which may be developed at some later date,
e.g., value ranges, frequency distributions, and qualitative comparisons
to metadata content. We include here summaries for reports to date,
and discuss error modes, highlighting ways that reports may provide
input to the design of specific tools, or help identify gaps in a data man-
agement system.

2. Methods

2.1. Community input

An initial outline for data package checking was constructed in
2009 by a group of LTER site data managers and NIS developers,
plus representatives from the National Center for Ecological Analysis
and Synthesis (NCEAS), a major partner in the development of EML
and its associated code. The ECC was developed as an LTER product,
but throughout the process a broader community of data practi-
tioners was engaged to ensure the ECC would be widely useable,
with progress reports and/or breakouts formed at national meetings,
e.g., the Environmental Information Management Conference in
2011 (http://eimc.ecoinformatics.org) and to the American Geo-
physical Union (AGU, 2013). A working group of LTER site data
managers was convened to provide overall guidance of the ECC de-
velopment. Communication with LTER site data managers took sev-
eral forms: progress was presented at regular annual meetings of
the LTER Information Management Committee (IMC) and with
written reports. Meeting breakouts, ad hoc virtual meetings or inde-
pendent workshops were formed to advance specific objectives.
Communication with NIS developers used the Tiger Team mecha-
nism established for other NIS components (Servilla et al., 2016).
Participation in all activities was voluntary.

In 2010, the IMC working group, NIS developers and Data Manager
Tiger Team began compiling a list of potential checks, and in 2011,
fivewere implemented and tested against thousands of LTER data pack-
ages. To finalize the comprehensive set of checks in Spring 2012, we
convened a workshop for a small group of community experts from
within and outside LTER with extensive knowledge of EML and the is-
sues exhibited by existing data packages. The 2012 workshop partici-
pants were asked to:

A. Determine specifically what quality checks would be required to
meet the criteria of the LTER community for high quality data pack-
ages, guided by established narrative Best Practices (LTER, 2011)

B. In addition to LTER Best Practice recommendations, consider EML
construction currently in use in LTER metadata contributions

C. Prioritize checks for the greatest return on investment

Several system features were specifically requested to allow the sys-
tem to evolve and be adapted for a variety of uses, and to facilitate adop-
tion by data contributors.

1. ECC should accommodate the addition of new checks and staged
implementation

2. Configuration should be customizable for use by different
communities

3. Checks which will return “error” (and prevent insertion of a data
package) should be implemented first to highlight the most impor-
tant issues

4. Code should operate in two modes

a. “Evaluate”, in which checking continues after a failure so that a
submitter sees as many problems as possible all at once

b. “Harvest”, in which checking stops on the first error and the data
package is rejected, and results are returned as quickly as possible

5. An HTML interface should transform XML report results for easy
viewing

2.2. EML data manager library

In addition to requirements set by the community, the system archi-
tecture would take advantage of existing software. The EML Data Man-
ager Library (DML) is part of the EML family of tools, and was designed
as a software library for parsing EMLmetadata, creating relational data-
base structures from entity metadata, and loading the associated data
into the resultant database, supporting query and selection operations
on that data (Fig. 1) (Leinfelder et al., 2008, 2010). It includes an Appli-
cation Programming Interface (API) for interactions with the library. Al-
though the initial implementation of the DML was very efficient at
automating metadata parsing, data loading, and database query opera-
tions, it lacked a structured means of evaluating or reporting on the
quality and congruency of the metadata and data.

2.3. PASTA integration

During the early stages of PASTA's development, it was recognized
that the DML had the potential to play an important role in an automat-
ed process of assessing the suitability of candidate data sets for inclusion
in the PASTA repository. To accomplish this, however, the DML would
need to be extended with a suite of formal checks - data structures
and procedures that furnish it with the means to perform evaluations
on themetadata and data it traverses, togetherwith themeans to report
on the outcomes of those evaluations. Once implemented, this added
layer of functionality effectively transformed the DML from a “black
box” to a “glass box”, a quality engine that could serve not only as a gate-
keeper for PASTA data set ingestion but could also explain its rationale
for either accepting or rejecting data sets. These functions are contained
within the PASTAQuality Engine (Fig. 2). A full description of the PASTA
architecture is beyond the scope of this paper, and readers are directed
to Servilla et al. (2016).

http://eimc.ecoinformatics.org


Fig. 1. EML DataManager Library (from Leinfelder et al., 2010), showing three use cases. An application requests information from themetadata (A), downloads the data to the host data
store (B, C), and creates backing tables in an associated relational database (C).
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3. Results

The history of development is presented in Fig. 3. By Spring 2012,
a total of 72 checks had been proposed, and many finalized during
Fig. 2. Conceptual diagram of the PASTA service stack and a generalized set of ecological data p
packages via the REST APIto the Data Package Manager, where they are evaluated against the c
the workshop itself. Checks are continually maintained in a collabo-
rative online document and archived as needed (Dataset: O'Brien
et al., 2016). At the time of this writing, the total stands at 91 checks
entered, with 32 implemented, and 21 designated as “deprecated” or
roducers and consumers (reproduced from Servilla et al., 2016) LTER sites contribute data
hecks.



Fig. 3. History of ECC development. Significant events include (1) initial discussions at
LTER All Scientists Meeting, (2) Proof of concept released, (3) Workshop to finalize
system requirements and majority of check descriptions, (4) PASTA release.
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“postponed”. Deprecated checks were sometimes obviated by other
entries, but their record retained to avoid future duplication. “Post-
poned” checks are generally too complex to be addressed quickly,
e.g., reflecting complex features of data values themselves that may
require additional definition and coding (e.g., allowable ranges, or
conformance with external vocabularies and formats).

3.1. Checks described and categorized

In addition to basic pass/fail criteria, each check's definition includes
categorization according to several features: scope, justification, re-
sponse behavior, packaging aspect, and priority. Although some typolo-
gies simply facilitate organization or communication (e.g., justification,
priority), having a specific, granular definition for each check forced
contributors to focus on their most salient features and facilitated cod-
ing. Checks that would prevent insertion were considered and justified
with special care. The high number of checks recorded to date (91) re-
flects the complexity of datasets submitted, and the granularity allowed
by EML metadata.

Scope: The new capability added to the DML can easily be used by
others with systems based on EML. Because communities are expected
to employ different criteria for data package acceptance, each check can
be categorized with a ‘scope’, to indicate the community applying it.
General checks that are likely to apply to any data package
(e.g., presence of working URLs) were given the scope “knb”, to signify
the “Knowledge Network for Biocomplexity”, the parent project for
EML development (EML Project, 2008). Checks that are specific to the
LTER community are labeled “lter”, e.g., features recommended by
LTER EML Best Practices (LTER, 2011). Other values for ‘scope’ may be
added by interested communities.

Justification: The LTER IMC specified that data package checking
should not cause undue burden for data package submitters, and so
the value of each check must be justified. “Discovery” justification ap-
plies to those elements used by search tools or during human evalua-
tion. “Workflow” was applied to checks for data package features
essential toworkflow software and automated ingestion. “PASTA” refers
to data package features specifically required by core NIS software com-
ponents (Servilla et al., 2016). “Good practice” was gleaned from EML
Best Practices documents (LTER, 2011), the EML specification and docu-
mentation, and requests from LTER governance or NSF. Experience indi-
cates that simple written recommendations are insufficient to
encourage the adoption of good practice, and that a mechanism for
reporting on compliance could help. In some cases, a check may belong
to more than one category; for example, a “good practice” may have
been defined as such to promote “discovery”. In those cases, the more
explicit justification prevails.

Response behavior: Central to code behavior is its response to a
check; and some checks affect the insertion of the package into the
NIS. There are a total of four possible responses (“info”, “valid”,
“warn”, or “error”), in two major classes. Checks designated as “info”
do not have pass/fail criteria and do not affect the acceptance of the
data package in any way. An “info” check is for informational purposes
only; for example, the check to display a few lines of content of a URL.

The second class of check can affect insertion of a package into the
NIS. Their responses will be either “valid”, or one of “warn” or “error”.
“Valid” means that all criteria of the check were met. An “error” re-
sponse during the checking process will cause the entire data package
to be rejected. “Warn” means that the criteria of the check were not
met and that there may be some problem needing attention, but that
the data package is still acceptable. With two levels of non-valid re-
sponse (“warn” or “error”), code behavior can be customized (see
below).

Understandably, checks classified with the “valid/error” response
behavior were of greatest importance to classify correctly, because
these would deny upload to PASTA. Only checks whose failure would
mean that a data package is unusable should generate an “error”.
These include checks for:

(a) XML documents that do not comply with the EML schema be-
cause these cannot be transformed to HTML or their XPaths
interpreted

(b) Package identifiers outside the controlled LTER Network format,
as these cannot be entered into Network catalogs

(c) Metadata URLs for data entities that are broken links, because
data cannot be accessed by any means

(d) Non-unique entity names in metadata (within one package), be-
cause individual data entities cannot be distinguished

(e) The count of entity attributes (e.g., columns) in metadata does
not match the count of columns in data entities, because incon-
gruity generally means (at best) jagged rows, which is unaccept-
able to analysis environments like R or Matlab; or (at worst) the
metadata does not belong with this data entity, which renders
the package unusable.

Packaging aspect reflects the part of a data package where a check
operates. “Metadata” checks are concerned purely with metadata pres-
ence or content, e.g., a check for the presence of anXML element, such as
“bmethodsN” or “bgeographicCoverageN”. “Data” checks are concerned
only with the data entity, e.g., a check that simply returns a row of data
or examines a data record for possible delimiters. “Congruence” checks
examine the agreement between metadata and data, e.g., to compare
the number of attributes listed in metadata to the number of columns
in a data table.

Priority: Each checkwas given one of three priority levels (high, me-
dium, low) depending on its importance to LTER and to the IMC. Priority
levels may help guide the implementation, but are not the only factor
used to determine the schedule.

Table 1 shows the distribution of checks among three typologies that
were either essential to code development, or are of particular interest
to the community: “Packaging aspect”, “Response behavior” and “Justi-
fication”. For “Packaging aspect” about⅔ of checks belong to the “Meta-
data” type,meaning that they pertain to basicmetadata content.Most of
those that simply examine presence of an element and follow the same
coding pattern have been implemented (40%). Very little analysis of
metadata content (e.g., semantics) has been attempted to date, but
the framework is flexible enough for additions. For example, a check is
implemented for the presence of a “bkeywordN” element, with a re-
sponse behavior of “valid/warn”. A related check has been proposed to
specifically check for terms from the LTER Controlled Vocabulary
(LTER, 2013), and with a corpus as diverse as LTER's, one can imagine
that connections to other community vocabularies will be requested
aswell. These sorts of semantic checks will entail loading of external re-
sources, which was out of scope for the current system. Knowing their
importance and classification helps programmers to plan for their fu-
ture incorporation.

A considerable number of “Congruence” checks are not implement-
ed (70%); this is because overall, these are the most complex, requiring



Table 1
Distribution of checks within three typologies, and the proportion of entered and typed
checks that are implemented. As of late 2015, 32 checks have been implemented; of the
remaining 59 entered, some have not yet been classified in all typologies.

Typology Type Entered Implemented

Number Proportion

Packaging aspect Metadata 58 23 40%
Data 6 2 33%
Congruence 23 7 30%

Response behavior Valid/error 20 12 60%
Valid/warn 32 13 41%
Information 21 7 33%

Justification Workflow 31 14 45%
Best practice 36 10 28%
PASTA system 9 2 22%
Discovery 7 6 86%

Fig. 4. Report XSD for a qualityCheckType in a quality report. A qualityCheckType may
appear in report XML at both the dataset and entity levels (not shown).
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ingestion and analysis of entire data tables. However, this group is high-
ly anticipated by data managers and scientists, as they include descrip-
tive and statistical displays of data values themselves, and will ensure
more streamlined usability byworkflows. As an example, four individu-
al congruence checks are required to ascertain that a data table is not
“jagged”, i.e., that all rows have the same number of fields. Uneven
rows are a fairly common occurrence in tables exported from spread-
sheets. The checks operate as follows:

1. The record delimiter is examined and compared tometadata (“valid/
warn”, since default delimiters can be safely assumed).

2. The field delimiter in metadata is examined and deemed acceptable
(“valid/error”)

3. Each data line is parsed, fields counted and compared to an expected
number (ascertained by counting table attribute metadata nodes).
Hence, the final two checks are “too few fields”, and “toomany fields”;
each is classified “valid/error”.

Every suite of checks at this level of detail requires significant inter-
action with data providers to ensure the appropriate check settings and
reasonable code behavior.

Per IMC requests, overall the highest proportion of implemented
checks is in the “Valid/error” type (60%), as these have the most conse-
quences for submitters. The 11 implemented “Valid/error” checks de-
tect the aspects of usability described above. The nine remaining
candidates pertain to planned functionalities such as delivery of ar-
chives and integrity checking via checksums, or to potential usage of ex-
ternal code sets or inter-entity relationships. Their definitions and
implementation are likely to require significant further discussion. 41%
of the “Valid/warn” type have also been implemented, but 90% of
these were implemented before January 2013, which means that
submitters have received consistent reporting of their packages since
the NIS went into production.

A requirement of the system was that it should promote good prac-
tice by attempting to detect violations of Network or EML-community
recommendations (LTER, 2011). These checks are justified under the
“Best practice” type, and reflect the highest proportion of checks
under the “Justification” typology.Many of these checks are for the pres-
ence of certain metadata elements (e.g., “bgeographicCoverageN”), and
so often are co-classified with the “Metadata” checks (see dataset,
O'Brien et al., 2016). An increasingly common use of EML-described
data is ingestion by workflows and automated systems, and checks
that pertain to these entity and metadata features are classified as
“Workflow”- justified. Because ingest-scripts are built from EML-
metadata (Lin et al., 2008; Porter et al., 2012), these checks are generally
concerned with how accurately metadata describes the data entity, be-
cause structural features such as delimiter and line ending oftenmust be
specified for ingest into some analysis environments (e.g., R, Matlab),
rather than being automatically detected aswith spreadsheet ingestion.
Hence, a high proportion of “Workflow” checks are also “Congruence”
checks (Dataset: O'Brien et al., 2016).

The use of multiple typologies means that checks can be tuned for
specific cases. For example, EML contains an element “bcoverageN”,
with three children for geographic, temporal and taxonomic coverage.
A check for the parent element “bcoverageN” is set to a response of
“warn” because the community felt that every dataset should be accom-
panied by at least one coverage element. But the checking system can-
not ascertain the scientific domain of a dataset; so it not capable of
choosing which child nodes should be required. Hence the checks for
child-elements (taxonomic-, temporal- or geographicCoverage) carry
a response of “info”.

3.2. Data package quality report

An XML schema was designed to contain the output of the Quality
Engine containing a description of each check (Fig. 4), and an instance
document is called a Data Package Quality Report. Using XML to house
the report allows output can be transformed for a variety of purposes,
e.g., an individual report can be transformed into HTML for web presen-
tation during evaluation of a single data package, or results from a group
of reports can be aggregated and statistics computed.

The expectation is that different communities will want to control
the behavior of some checks. So every check can be configured in an
XML template (an instance document of the report schema), and the
XML template then controls the behavior of the checker code.

3.3. Code behavior

A NIS Data Package Manager Web service component called the
“Quality Engine” codifies checks during data package analysis (Fig. 2),
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applying the XML template for each check. It can be run in two modes,
“Evaluation”, for pre-submission checking, and “Harvest”mode for con-
trolling data contributions to the catalog. Development of an
evaluation-mode was specifically tailored to data submitters' work
patterns.

3.3.1. “Evaluation” mode
Typically, software for evaluating XML stops at the first error and re-

peated submissions are required until all errors have been exposed. The
community requested that, at much as possible, all errors be exposed in
one run (rather than stopping processing) so that a submitter sees as
many problems as possible at once. This feature will save package
submitters considerable time. Of course, some errors will prevent future
processing, e.g., if a data-URL does not return a data entity, that entity's
delimiters cannot be examined. Reports from Evaluation mode are
stored for 180 days, and made available to submitters via the upload
interface.

3.3.2. “Harvest” mode
When run in harvest-mode, the Quality Engine will halt on the first

error, thus saving processor time. Upon a successful harvest, the quality
report document is stored permanently as part of the data package (as-
sociated via the resource map), and can be accessed and displayed
alongside itsmetadata and data. All LTER data in thenetwork data portal
datasets are now accompanied by a quality report; readers wishing to
peruse reports are directed there.

3.4. Report results

An overview of data packages submitted to the LTER catalog can be
found in Servilla et al. (2016). Here, we will summarize results of ECC
reports from 9353 data packages from 28 submitters over a three-year
period, 2013–2015. For the most part, submitters are the current 25
LTER sites, but also included are ad hoc packages contributed by the
Network, and packages from former LTER sites whose data are still at-
tributed to that project, but managed by centralized staff. Report data
were gleaned from publicly available reports accompanying each data
package (Dataset: Costa, 2016).

Reports for datasets uploaded do not contain responses for
“error”-type checks because packages with errors were denied with
no public reports retained. Hence, our analysis here is limited to the
13 checks that return “warn”. “Warn” checks are of particular inter-
est because they represent dataset features that exhibit minor prob-
lems or deficiencies that the community felt would be likely to be
resolved by the submitters had they been made aware. Every warn-
check was hit by at least one submitter. The overall average rate
was 5% (total warns/total checks run), indicating that generally,
submitters are capable of producing valid packages (Dataset: Costa,
Table 2
Checks for which any package received a “warn”, by justification-type, with frequency (numbe
affected submitters.

Justification Check description

Workflow Data can be loaded into a PostgreSQL table using entity-level metadata
Data are examined to detect possible record delimiters (other than tha
Record delimiter element is present (“brecordDelimiterN”).
Attribute names are unique within a data entity.

Discovery Dataset abstract element is a minimum of 20 words.
Methods element (“bmethodsN”) is present.
Dataset title length is at least 5 words.
An entity description is present.
At least one keyword element is present.
At least one coverage element is present (EML allows three: for tempo

Good practice Number of records in metadata element “bnumberOfRecordsN” match
Length of entity name is not excessive (content of “bentityNameN”).
bpubDateN element is present.
2016). Report data were analyzed in two ways: by check, and by
submitter (anonymous). Results for warn frequency (number of
submitters affected) and warn rate (warns/data package, %) for 13
checks are summarized in Table 2, grouped by “Justification”
(Workflow, Discovery and Best Practice), and Fig. 5 shows the warn
rate by submitter cumulatively (A), and over time (B).

3.4.1 By check, justification typology

3.4.1.1. Workflow. Because of the importance of the ability to create in-
gestion scripts from EML metadata, 10 of 14 implemented “Workflow”
checks were classified to return an “error” on failure, and so deny ad-
mission to PASTA. All four of the remaining checks classified as “warn”
were seen in submitted data packages. The highest frequency of
“warns” in any category was seen for the check that ascertains whether
a data table can be loaded into a relational database (RDB) table via its
metadata (Table 2, “Workflow”). RDB-loadingwas chosen as the imple-
mentation method because generally, data definition languages are
strict about typing and formats, and so if metadata was sufficient to
create a relational database table and the entity loaded, then quite
probably, that entity is structurally congruent with its metadata
and adequate for ingestion to other software as well. The importance
of being able to load any data entity into an RDB is debatable, and so
this check was classified as “warn”. However, the community re-
quested that checks be planned for range-checking or summary sta-
tistics for the data values themselves, plus reports of congruence
between data values and metadata (e.g., comparing date ranges in
data to coverage dates in metadata). To accomplish those more ad-
vanced checks, data values must be analyzed, and having an early re-
port on RDB load-status informs the community about the feasibility
of running more complex checks on the data they submit. Hence,
Table 2 shows that for 12% of the data from 24 submitters (almost
90% of the network), these informative reports currently could not
have been produced.

The second ranking check (17 submitters affected, Table 2) is con-
cerned with automated detection of record delimiters. EML allows
submitters to specify the record delimiter with an optional element
for each entity, which is not essential because some software
(e.g., spreadsheet) is able to detect record delimiters on import.
Only two submitters did not include a brecordDelimiterN element
in at least one package. However some software may produce arti-
facts unless the record delimiter is understood correctly during
import (e.g., interspersed empty rows in R). Because LTER data man-
agement systems receive data from a variety of sources, their data
entities are rarely uniform, and this check was designed to inform
submitters when their data had line endings that did not match ex-
pectations, andmight cause problems for ingestion software. It is im-
possible for a single automated checking system to mimic the
r of submitters having one or more warns for that check) and the total warn rate among

Warn frequency
# of submitters

Warn rate
(%)

. 24 11.98
t specified in the element “brecordDelimiterN”). 11 14.06

2 7.65
8 1.32
18 8.21
17 8.64
12 2.64
9 9.34
6 2.47

ral, geographic and taxonomic coverage). 5 10.76
es number of records loaded into database table. 8 0.56

7 1.49
5 23.96



Fig. 5.Warn-rate for 28 data package submitters, 2013–3015, wherewarn-rate= percentwarns/total checks run that are classified as “warn”. A. Frequency: solid bars, warn rate for all 13
checks; crosshatched bars, for 7 entity-level checks. B. Warn-rate across all submitters, aggregated by month since January 2013.

243M. O'Brien et al. / Ecological Informatics 36 (2016) 237–246
behavior of every coding environment, but these reports indicate
that 8.6% of data from 17 submitters might have difficulty being
imported into an analysis system.

The final check in the “Workflow” group ascertains that attribute
names are unique with an entity. All analysis software uses string vari-
able names, and the variable names must be unique, a stipulation also
required by database tables. Even in spreadsheets, users would be con-
fused with multiple columns having the same name. So this check was
constructed to alert submitterswhen their data entities were construct-
ed with non-unique attribute names. Only eight submitters saw this
warning for any packages, and at a fairly low rate, 1.3%.
3.4.1.2. Discovery. “Discovery” is the ability of a user to locate a data
package in a catalog via its metadata, and ascertain that this indeed is
the correct data. Often, only high-levelmetadata about context, descrip-
tions, coverage or timing are useful for this purpose. Many of these
metadata elements are text nodes. Dataset citation is a relatively new
practice, and also a form of advertisement or discovery, and citations
also use high-level text nodes. In general, although text nodesmay con-
tain valuable contextual information, little of the actual content can be
analyzedwithin this automated checking software; checks that attempt
tomimic evenminimal editorial or semantic review are out of scope. All
“Discovery” checks are classified as “warn”.

We were able, however, to design checks that examined some basic
features of text nodes. Observations of data submitted by LTER sites to
the first-generation catalog showed that some used a simple file name
(whichmay be quite cryptic) as a dataset “title”, possibly as a placehold-
er early in the development of an IM system. Because dataset titles
are part of the citation, a check was constructed to examine a basic
aspect - the number of individual words. We examined all existing
datasets titles in the first generation LTER catalog and found the distri-
bution to be bimodal: titles were either a single word in length (the
aforementioned file name), or ranged from 7 to 20 words. So five
wordswas established as theminimumacceptable title length. A similar
analysis was carried out for dataset abstracts and entity descriptions.

Highest frequencies were observed for short abstract (fewer than
20 words) and an absence of an explicit methods tree. Both of those
text elements help users to learn about the data's context, and ascer-
tain if data are appropriate for their use, so problems with these may
mean data are less than fully usable. However, only ~1% of packages
from eight submitters had both a short abstract and no methods,
whichmaymean that submitters put all the important contextual in-
formation into just one or the other of these two nodes. This may be
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adequate for manual evaluation, but would mean that package de-
sign is inconsistent across the Network, or perhaps even within a
submitter.

3.4.1.3. Best practice. The “Best practice” group has the highest number
checks in the “Justification” typology (13, Table 1), but about half are
classified as for “information” only. Three checks were deemed impor-
tant enough to return a “warn” on failure. The highest warn rate
(Tables 2, 23% packages from 5 submitters) was found for the optional
element “bpubDateN”, whose content is used to build dataset citations.
As dataset citations become more important, it may be valuable for the
Network to address this issue, so that complete citations can be con-
structed for all packages. A check for excessive length of content in
data entity names leaf nodes (a string type, “bentityNameN”) was de-
signed to highlight content that might be better placed in textType ele-
ments, and “warns”were returned at a fairly low rate (1.5% of packages
from 7 submitters). Finally, a check to compare the asserted number of
rows (in EMLmetadata) to the number of rows loaded into the database
is an example of a potentially useful check that might be underused. As
the EML element is optional, the check is not even run unless included.
Overall, this checkwas run on fewer than half of all entities (~12,000, or
42%) distributed across all submitters. But it returned “warn” at a very
low rate (0.5%) from only 8 submitters, showing that when it is used,
the check can act as a confirmation that all data uploaded can indeed
be read, and that all expected data are present.

3.4.2. By Submitter
Fig. 5a (solid bars) shows the frequency of overall warn rate (num-

ber of warns/all checks with warns) across all submitters. Two
submitters had no warnings at all (warn rate = 0), and the maximum
warn rate was 16.7%. More than half the submitters (15) had overall
warn rates b5%, and only a handful have rates over 10%. Differences in
data packaging patterns can affect the overall warn rate, and packages
with many entities will have a higher average warn rate than if the
packaging cardinality is 1:1 (entity:package). To remove that effect,
we examined the warn rate only for the seven checks which apply to
data entities (Fig. 5a, crosshatched bars). The general pattern was the
same: most submitters have warn rates under 5%. There is a slight in-
crease in the highest bin (N 15% warn rate) when only entity-level
checks are considered, which may mean that some submitters have
more problems creating data tables suitable for workflow ingestion
than they do with high-level metadata for discovery.

Reports on thousands of packages accumulated over the three years
since PASTA roll-out means that there is sufficient data for reports to be
examined for a change in the rate of warnings over time. For the period
January 2013 through December 2015, about 60% of packages were
uploaded with no warns, and the overall trend has been toward a
lower number of warns per package (Fig. 5b); this is also the trend for
most individual submitters (data not shown).

4. Discussion

4.1. New checks and future development

The system will accommodate new checks as the community de-
termines these are necessary, and Fig. 3 shows 19 checks added since
initial implementation in 2013. Further, existing checks may require
modification; for example, a check with a response status of “warn”
in 2013may require reclassification to return an “error”, or converse-
ly a check's response statusmay be relaxed. The declarative format of
the template allows such changes to made with ease; simple edits to
the XML file can modify a check's classification without the necessity
of recompiling and redeploying the DML's underlying Java code.
However, it is imperative that changes to the check configuration
be implemented with adequate notice to submitters, and without
causing undue burden. Currently, new checks are reviewed by the
original IMC working group and implemented as part of regular
PASTA maintenance, which has been adequate for the small number
to date. However, we anticipate a more formal process to be defined in
the future, where checks are reviewed periodically and changes or mod-
ifications announced,with an appropriate comment period and schedules
for implementation.

Possibly, asmore new checks are implemented, patternswill emerge
for how best to handle certain cases. For example, it should be obvious
that if a check is not run, it can make no assertion about the data. The
check validating the number of asserted records runs on an optional el-
ement (“bnumberOfRecordsN”), and so currently is not run if the ele-
ment is not included in metadata. However if including the element is
indeed “best practice”, then a check ought to first report on its presence,
followed by congruence with data - similar to the pair of checks that
first look for the presence of a record delimiter, and then examine re-
cords for other possible delimiters.

A considerable number of proposed checks remain to be implement-
ed. Future work continues to be guided by community priorities and
pragmatic coding decisions (e.g., check patterns, EDL code limitations
and time), two features that make check development a somewhat
gradual process. Communication with a broad community of providers
is absolutely essential - beyond the fact that user involvement fosters
acceptance - as they hold the in-depth knowledge of data's context,
usage and issues. Further, the check typologies were essential to eluci-
date patterns, and ensure appropriate settings and reasonable code be-
havior, and typologies could not have been developed without a
comprehensive initial list of checks. The LTER Network already had a
basis for metadata quality to provide considerable initial material in
its narrative Best Practices guide, which is granular and focused on
the EML specification. In a broader context, e.g., that of a metadata
aggregator handling multiple specifications, establishing that basis is
still important, but is likely to be challenging (Tania et al., 2013).

4.2. Effect on behavior of data submitters

The ECC has been in place since early 2013, and over the subsequent
three years, an overall decrease in the warn rate has been detected in
data packages (Fig. 5b). However, to more fully understand submitter
behavior and the effort required to produce a non-error or non-warn
data package, more could be learned by examining reports from the
evaluation mode, which is run before submission. We present no re-
ports from the evaluation mode and focused only on reports of
uploaded packages. A more thorough analysis would be required to an-
swer questions such as “for those data package that have multiple revi-
sions, is there a pattern of improvement?” by examining patterns of
both warns and errors and following them through repair and upload.
Because evaluation reports are not public and stored for only a few
months, this activity should be collaboration between submitters and
the Network.

4.3. Uses of reports

A formal system of check management would be complemented by
a centralized reportingmechanism inwhich all data packages are exam-
ined and their compliance with current checks summarized. The IMC
has already formed a working group to define appropriate content
and reporting practices for a variety of audiences, e.g., data managers,
site PIs, LTER governance, or NSF. It was also envisioned that checks
could be used to guide development of data management tools. In the
most general scenario, an individual sitemay be requesting supplemen-
tal funding for its local data management system, and could use the re-
ports as part of their proposal justification. For example, generally poor
high-level metadata may indicate the need to adopt or update a central
relational database system to more easily control content at origin.

Ecological data generally fall into the “long-tail” of data type-
distributions, in that there is a small quantity of each type. Further,
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ecological data are frequently handledmanually in spreadsheets orwith
ad hoc code. So unlike sensor data, where a few instrument configura-
tions control most of the output and data are relatively straightforward
to characterize, ecological data sets tend to be unique. However, their
handling could bemademore efficient if common problems were iden-
tified and targeted, and general-purpose software solutions developed
for them. Ideally, the process for tool development should not be
based on laboratory-specific anecdotes, but instead on rigorous analysis
of a significant corpus of ecological data. LTER can supply that corpus,
and code such as the ECC could form the basis of that analysis.

Many online data sets are now available via URLs with sophisticated
metadata, e.g., physical sensor data in THREDDS or NetCDF. Researchers
would like to be able to integrate data from these services with ecolog-
ical data - especially with time-series such as those produced by the
LTER. However, given the diverse nature of biological data, this is
often a difficult and manual process. Currently, about 90% of submitters
encounter “warn” on one or more of the checks associated with auto-
mated usage (Workflow typology, Table 2). The Network could follow
up on these warnings to find their root cause, and plan for ingestion
software to circumvent the specific problem, e.g., a data table ingestion
system that standardizes the line endings and generates appropriate
metadata content. Such services could alleviate many of the structural
problems, making LTER data more usable for many types of automated
ingestion.

A mature data system responds to metrics; however, these cannot be
constructed without some basis. Report content can be used to develop
maturity levels, and then track progress through them via metrics. Our
first order analyses here focus mainly on frequencies and rates of warns.
Amore thorough analysis should consider the different typologies, for ex-
ample, to distinguish between checks that target data entities vs. those for
high-level metadata (e.g., per Fig. 5a). Overall ratings of the usability of a
data package for specific purposes could be constructed from groups of
checks. Broadly scoped initiatives include the Stewardship Maturity Ma-
trix (Peng et al., 2015) and AGU's Data Management Maturity service
(American Geophysical Union, 2013), which are constructing vocabular-
ies and measurements of data management practices and data products
to improve consistency and enhance discoverability and reuse. Format-
specific evaluation tools such as the ECC complement those efforts.

4.4. Limitations

4.4.1. Entity types supported
The EML schema specifies nodes for six types of data entities, and the

Quality Engine can process aspects of “dataTable”, “spatialRaster”,
“spatialVector”, and “otherEntity” entities. Programming logic has not
yet been developed and tested to process “storedProcedure” and
“view” entities. Most entity-level checks apply to “dataTable”, andwith-
in the entity type “dataTable”, only simple delimited formats are cur-
rently supported by the Quality Engine. In the LTER, the vast majority
of data entities are indeed dataTables, however, as local systems become
more sophisticated, the need to developing checking criteria for other
types will increase.

4.4.2. Data manager library
The choice to use a relational database in the data manager library

may not be appropriate for all checks, even those focused on tables,
and some limitations were encountered, e.g., with date-time typing. In
fact, the high warn-frequency for loading an entity into a relational da-
tabase table (Table 2) may be due in part to these limitations. However,
as the ECC is a community project, implementation can be reviewed
with a broad, well-informed community, and suitable solutions found.

5. Conclusion

Overall, uniformity and usability of datasets in the PASTA catalog is
higher than what was found in the first generation LTER data catalog.
We cannot quantify that improvement because experiences recorded
with the first-generation catalog were anecdotal, and any checking
was ad hoc or cursory at best. However, simply setting rules for admis-
sion to a catalog - with the involvement of the contributing community
- has improved the landscape by encouraging redesign of data packag-
ing systems, and helped to persuade the adoption of consistent, good
practice. Further, we have shown here that with a rigorous system
such as the LTER has with the PASTA Quality Engine, we can track prog-
ress and improvements quantitatively.

Not all aspects of a dataset can be checked automatically; some still
require human evaluation or editorial review (e.g., abstract text). How-
ever, an automated checker is able to make the job easier, and to high-
light areas of community concern. It is still possible to upload data to
PASTA with imperfect metadata, but overall, awareness has risen, and
content is more uniform and complete. Common practices (and some
poor practices) are now visible, and submitters appear to have the abil-
ity to respond to feedback quickly. With the ECC, these data set features
can now be observed and aggregated on multiple scales, and observed
over time. The ECC helps to ensure the completeness of metadata
based on the EML standard, and overall, is helping to reduce the cost
of curating consistent, tractable datasets.
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